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Motivation
- GPS tracking can consume considerable bandwidth
- Location accuracy vs. data usage optimization needed.

Main Contributions
- An end-to-end framework improving efficiency of GPS
- 46 tracking methods evaluated on 1,200 hours of data.
- Billing policies for data usage on AT&T's network analyzed.

Architecture

Comparison of Sampling Rules and 
Extrapolation Methods
OpenStreetMap (OSM) data at 25m threshold. 
Values represent error incurred per second of 
additional transmission interval.  Distance-
based error sampler and the velocity-based 
extrapolators performed best.

Result of time-interval sampling.
Interval is 4 time steps.

Constant velocity extrapolation. Iterative smoothing:
Extrapolation (blue),
smoothed trajectories (red, green).
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Figure 2. Original illustrative trace. Numbers inside cir-

cles indicate time.

isting methods. [22] uses a grid-based approach to mine for
frequent trips. Those frequent trips are then used to predict
possible future movement; compression and constraints are
not addressed. The grid-based maximum-likelihood extrap-
olation method described here uses a similar grid similarity
measure to find a set of candidate routes.

Map-matching is the other predominant method of han-
dling spatial data. [15] compares data usage for dead-
reckoning against a map-matched location prediction algo-
rithm based on frequently used routes between ”base points”
found using a place finding algorithm. One year of data from
one of the authors was used. The segment-based maximum-
likelihood estimator proposed here is related to this tech-
nique, but does not require the use of a place finding algo-
rithm, and compares performance against a wide selection
of thrifty tracking techniques.

[7] looks to combine the map-matching and data com-
pression techniques, comparing map-matching and com-
pression independently versus their algorithm that combines
both. [19] investigates the use of Hidden Markov Models for
map-matching instead of a nearest neighbor criterion. They
compare the use of GPS, WiFi, and the combination against
a ground truth and a scaled speed limit algorithm at intervals
of 20, 30, and 60 seconds in an effort to predict travel times.
The results show that using WiFi can be almost as good as
using GPS and provides significant energy savings.
4 General-Purpose Thrifty Tracking Methods

In this section, we describe sampling rules and extrapola-
tion methods for GPS traces that apply to any scenario. In §5,
domain-specific samplers are described, which impose addi-
tional requirements on the traces themselves, and may have
other data needs. A typical thrifty tracking system consists
of one or more sampling rules, and a single extrapolation
method.
4.1 Change-Based Trace Sampling Rules

Figure 2 shows an illustrative GPS trace. The trace con-
tains a total of 35 points, of varying spatial density due to
varying speed of travel. Below, we sample this trace using
a variety of samplers, and show the result. In those results,
points 1 and 35 are always preserved as the beginning and
end of the trace, regardless of sampling rule.

With change-based sampling, incoming samples are com-
pared against the most recently kept sample. Whenever a
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Figure 3. Result of Time-Interval Sampling. Interval is 4

time steps.

significant change is detected, the sample is transmitted. All
other samples are discarded. A change-based trace sam-
pling rule is a set of (parameter, threshold) pairs. Here, the
parameter may be time, location, bearing, speed, accelera-
tion, estimated GPS error, etc. The threshold, in turn, deter-
mines what constitutes a “change”. Change-detection sam-
pling rules are composable, so any combination of such rules
may be used for thrifty tracking.

Below, we describe four change-detection sampling rules.
In §4.3-4.4, we describe more sophisticated sampling rules
that incorporate extrapolator output and data usage budgets.

Fixed Time-Interval Sampling In fixed time-interval sam-
pling, the detection parameter is time, and the threshold
is the desired interval in seconds. Figure 3 shows the re-
sult of fixed-interval sampling on our illustrative GPS trace.
A weakness of fixed time-interval sampling can be seen at
points 4,8 and 20,24, where the additional points may not
have contributed significant new information. As we will see
below, however, the information value of an update depends
heavily on how the device’s location is extrapolated after a
location report. Points 16,20 illustrate another weakness of
time-interval sampling: these points are quite far apart, and
happen to have a building between them, resulting in a very
unfortunate sampled trajectory.

Time-interval sampling has the potential additional bene-
fit of reducing GPS energy consumption. Energy conserva-
tion techniques like GPS duty cycling are outside the scope
of this paper: the incoming GPS trace may or may not be the
result of such techniques. However, a clear advantage of this
type of sampling is its simplicity and predictable bandwidth
use.

Fixed Distance-Interval Sampling With fixed distance-
interval sampling, the detection parameter is the distance
from the last kept sample, and the threshold is the desired
sampling interval in meters. This type of sampling can yield
substantial efficiency gains when the mobile device is sta-
tionary: as long as it does not move more than the threshold
indicates, no reports at all are needed. Figure 4 shows the
result of fixed distance-interval sampling. This type of sam-
pling naturally produces a uniform sampling across space.
Instead, points 5,10 and 18,19 clearly illustrate how distance-
interval sampling can be bursty in time.
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Figure 4. Results of Distance-Interval Sampling, distance
interval indicated by dotted circles.
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Figure 5. Bearing-change sampling, 80 degree threshold.

Bearing Change Sampling With bearing-change sampling,

the detection parameter is bearing, and the threshold is the

number of degrees of bearing difference that constitutes a

turn. This sampling rule can produce very compact traces

for vehicular tracking in a grid-based street topology. How-

ever, the distance between the last reported location and the

actual location of the vehicle can sometimes be very large.

To address this, some existing systems combine turn detec-

tion with time-interval sampling. Figure 5 shows the result

of change-based sampling on bearing. Here, the trace is very

compactly represented, with one sample after each turn.

GPS-accuracy Adaptive Sampling. All of the above

sampling rules can potentially adapt their thresholds based

on the “dilution of precision” or estimated error reported by

the GPS receiver. Intuitively, location changes smaller than

the estimated GPS error carry very little information.

4.2 Basic Extrapolation Methods
The purpose of an extrapolation method is to produce, for

any given time, t, after the most recently kept sample, an es-

timate of the mobile device’s current location L(t). This is

not to be confused with an interpolator, which produces lo-

cations between two kept samples in the past. Accurate ex-

trapolation is inherently a harder problem than interpolation,

as less information is available to guide the process.

The extrapolation methods described below all use only

the recent past of the sampled trace as input. This can sig-

nificantly restrict their effectiveness. Extrapolation methods

using additional data, such as historical trace data or road

maps are described in §5.
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Figure 6. Constant Location extrapolation.
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Figure 7. Constant Velocity extrapolation.

Constant Location
The constant location extrapolator is both the simplest ex-

trapolator imaginable, and the most commonly used. For

any time t, it simply reports the location of the most re-

cent input sample. Figure 6 illustrates the result of constant-

location extrapolation on a time-interval sampled trace.

Here, the white circles indicate actual location reports, the

faint smaller circles indicate the actual location at each time

stamp, and the black disks show the extrapolated location,

with the most recent timestamp obscuring the others. The

result of constant location extrapolation is a stop-and-jump

pattern, where the device is stationary for a time, then in-

stantaneously jumps to the next sample point’s location.

Constant Velocity Constant velocity extrapolation takes

into account the reported speed and bearing of the mobile

device at the last sample point. For each time t, the ex-

trapolated location is thus a function of the location of the

last sample, and the time passed since the last sample and

the speed and direction. Thus li+1 = li +∆tvi, where vec-

tors li and vi are the location and velocity at time i respec-

tively, and ∆t is the extrapolation time interval. Figure 7

illustrates the result of constant-velocity extrapolation on a

time-interval sampled trace. Extrapolated points form uni-

formly distributed, straight lines away from the last sampled

location, based on the speed and bearing of that point. While

constant velocity extrapolation works great while velocity is

constant, the missed turn at point 29 introduces a significant

error until the next sample.

Sampler
Extrapolator Location Velocity Acceleration Angular

Velocity
Distance Error 3.9 0.7 0.9 0.8

Budget 5.5 0.8 1.2 1.1
Time Change 5.1 1.3 1.5 1.7

Time, Bearing & Location Change 4.5 4.1 4.4 4.2
Time & Location Change 4.3 5.0 6.2 3.6

Bearing Change 53.8 70.7 1125.3 20.9
Speed Change 16.7 12.1 14.2 10.2

Location Change 3.7 18.7 179.9 5.5
Acceleration Change 29.2 19.6 70.4 51.6

Time & Bearing Change 6.2 2.8 5.4 5.2
Time & Speed Change 5.0 1.2 6.3 2.1

Table 2. Comparison between all sampling rules and extrapolation methods on OpenStreetMap (OSM) data at 25

meter error threshold. Values represent the amount of error (in meters) incurred per second of additional transmission

interval.

Sampler
Extrapolator Location Velocity Acceleration Angular

Velocity
Grid Link

Distance Error 1.6 0.7 0.8 0.8 2.4 2.9
Budget 1.8 1.0 0.9 0.8 - -

Time Change 1.9 1.2 1.4 1.3 - -
Time, Bearing & Location Change 3.5 2.3 3.6 1.9 - -

Time & Location Change 3.4 4.0 3.7 2.8 - -
Bearing Change 91.6 44.1 612.1 38.5 - -

Speed Change 30.7 12.6 49.4 40.6 - -
Location Change 1.6 1.5 1.7 1.6 - -

Acceleration Change 58.1 10.4 35.0 16.9 - -
Time & Bearing Change 23.6 1.0 8.1 1.9 - -

Time & Speed Change 16.3 1.8 2.2 1.4 - -
Table 3. Comparison between all sampling rules and extrapolation methods on campus shuttle data at 25 meter error

threshold. Values represent the amount of error (in meters) incurred per second of additional transmission interval.
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Figure 12. Results of time change sampling with all ex-

trapolation methods on OpenStreetMap (OSM) data.
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Figure 13. Results of budget sampling with all extrapola-

tion methods on OpenStreetMap (OSM) data.
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Figure 14. Results of location change sampling with all

extrapolation methods on OpenStreetMap (OSM) data.
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Figure 15. Results of distance error sampling with all

extrapolation methods on campus shuttle data.
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Figure 16. Results of time change sampling with all ex-

trapolation methods on campus shuttle data.
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Figure 17. Results of budget sampling with all extrapola-

tion methods on campus shuttle data.
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Figure 18. Results of location change sampling with all

extrapolation methods on campus shuttle data.

Distance Error Sampling 
Shuttle data: velocity/link-based 
extrapolation performs best with low/
high error allowance; respectively.
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